Carnot’s theorem as Noether’s theorem for thermoacoustic engines
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Onset in thermoacoustic engines, the transition to spontaneous self-generation of oscillations, is studied here as both a dynamical critical transition and a limiting heat engine behavior. The critical transition is interesting because it occurs for both dissipative and conservative systems, with common scaling properties. When conservative, the stable oscillations above the critical point also implement a reversible engine cycle satisfying Carnot’s theorem, a universal conservation law for entropy flux. While criticality in equilibrium systems is naturally associated with symmetries and universal conservation laws, these are usually exploited with global minimization principles, which dynamical critical systems may not have if dissipation is essential to their criticality. Acoustic heat engines furnish an example connecting equilibrium methods with dynamical and possibly even dissipative critical transitions: A reversible engine is shown to map, by a change of variables, to an equivalent system in apparent thermal equilibrium; a Noether symmetry in the equilibrium field theory implies Carnot’s theorem for the engine. Under the same association, onset is shown to be a process of spontaneous symmetry breaking and the scaling of the quality factor predicted for both the reversible and irreversible engines is shown to arise from the Ginzburg-Landau description of the broken phase.
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I. INTRODUCTION: THERMOACOUSTIC ONSET AS A CRITICAL TRANSITION

The local gas dynamics and mode stability of various thermoacoustic engines are subjects treated extensively, and in considerable quantitative detail, in the acoustics literature [1–10]. Many global engine properties, though, in particular the striking qualitative resemblance of the driven sound intensity to the order parameter in a classical critical transition, have not been considered at all. The critical interpretation of thermoacoustic onset is developed here because it exposes two relations between equilibrium and dynamical critical systems, which may have expressions as more general principles. The first is that reversibility, in some sense, is indistinguishable from equilibrium. The second is that Carnot’s theorem, a thermodynamic transport relation for engines, may be viewed as a consequence of spontaneous symmetry breaking, describing a Noether current for the symmetry hidden by the critical transition.

Complete generality is not attempted in this derivation. Rather, the approach is to demonstrate these relations by a thorough analysis of a specific engine and then show in what respects it represents more general cases. Though no comparable global treatment of the particular cycle considered here has been done before, enough of the results coincide with those in the standard thermoacoustics literature that straightforward aspects of the dynamical analysis are relegated to two appendixes, so the main text can focus on issues of criticality.

A. Heuristics

A simple thermoacoustic engine consists of a gas resonator, a stack of plates or matrix of pins (generically called a “stack”) in the flow stream of the gas to act as a regenerator, and connections at the stack ends to hot and cold reservoirs [4]. The temperature difference between the reservoirs imposes a thermal gradient on the stack. For gradients below a critical value determined by properties of the gas and resonator, the gas is quiescent, the reservoirs exchange heat only by conduction, and any sound excited in the resonator decays exponentially. As the gradient approaches the critical value from below, the time constant for decay of the fundamental resonator mode diverges or, equivalently, the inverse of its quality factor goes to zero [5]. For driving gradients above the critical value, from quiescent initial conditions, oscillations of the lowest mode are spontaneously generated and initially grow exponentially, later slowing as the sound intensity approaches some saturation value. The (negative) inverse quality factor above the critical gradient describes the growth time constant and is the smooth continuation of the inverse quality function for decay, through the critical point [6]. If the driving gradient is reduced to critical from above, the saturation value of sound in the engine goes to zero with some steep slope [11].

This process corresponds heuristically to a classical phase transitions as follows: Statistical phonons in the resonator, though classical field excitations, are the “microscopic” degrees of freedom of the system. For thermal driving gradients below critical, their mean value is zero and trans-
The intensity of excited sound at saturation thus serves as an order parameter and the temperature gradient along the thermoacoustic driving stack, appropriately nondimensionalized with the mean engine temperature and sound wavelength, is the effective coupling controlling the transition. The stable intensity in the running state has the nonanalytic dependence on the coupling (identically zero for gradients below critical, finite for gradients above) characteristic of equilibrium critical systems with spontaneously broken symmetry [12].

The symmetry broken by onset is time translation in the engine/reservoir system. Phase coherence of the working cycle has long-range order in time, consistent with the identification of the running engine state as its ‘‘frozen’’ state. From this correspondence, one would expect a thermoacoustic engine on the critical point to be characterized by phase-coherent episodes of running of all durations, with some scale-free (e.g., $1/f$) statistics. The running state near the critical point should display a weak coherent background, with superposed phase noise having a possibly universal distribution [13] (phase fluctuations being the Goldstone mode generated by local time translation of the coherent background).

No such nontrivial scaling properties of onset have been measured [14]. However, the inverse of the quality factor $Q$, a temporal coherence length in units of cycle period, has been studied for standing-wave engines through onset [5,6]. Measured $1/Q$ was linearly proportional to the driving gradient, in agreement with stack gain predictions. This classical scaling relation will be shown below to correspond to a mean-field prediction of Ginzburg-Landau theory and provides one indication that onset is critical.

B. Criticality and symmetry

In equilibrium systems, criticality is generally associated with spontaneous symmetry breaking [15] because such transitions create scale-free correlations at finite physical temperatures [16]. A corollary of this association, that critical systems have degenerate frozen backgrounds related by hidden symmetries, has profound implications, such as Goldstone’s theorem [17]. However, whereas the symmetries of equilibrium critical systems can often be encoded in a classical Ginzburg-Landau free energy [18], dynamical critical processes are often intrinsically dissipative [19], so their governing equations cannot be obtained from the conservative sector of a classical action alone.

Acoustic heat engines are interesting in view of this dichotomy because versions exist with either intrinsically dissipative [3,4], or nonintrinsically dissipative cycles [7,8]. Onset is much the same at the level of the equations of motion in both cases, but as will be shown below, the nondissipative engine may be mapped by a change of field variables to an equilibrium system, described by a classical free energy, with a spontaneously broken symmetry and important associated conservation law.

The one universal relation satisfied by all reversible engines is Carnot’s theorem [20]. It is shown here that, for the reversible (necessarily nondissipative) thermoacoustic cycle, Carnot’s theorem is implied by a Noether symmetry of the equilibrium action functional, in the same manner as conservation of energy. The only requirements are reversibility, expressed as the equivalence to equilibrium, finite temperature, and spontaneously broken time-translation invariance, which defines the engine cycle. Recovery of Carnot’s theorem from the correct, minimal set of physical conditions will be argued to validate the mapping from the reversible engine to its equivalent equilibrium representation, and the symmetries uncovered may provide a starting point for analysis of dissipative cases.

C. Phonon engines at finite temperature

Much of the practical interest in thermoacoustic engines is due to their simplicity [4]: realistic working fluids are near-ideal gases and a wide neighborhood of onset is well described with linear acoustics and second-order, mean-field transport. All relevant excitations are thus phonons, with resonator modes and the statistical fluctuations that define the ideal gas differing only in scale. A simple requirement of consistency, that all phonons be defined on the same configuration space, induces the Noether symmetry leading to Carnot’s theorem.

The field theory for fixed-temperature ideal gas is defined on a complex, periodic ‘‘time cylinder’’ by the Matsubara construction [21]. Its analytic coordinate is $t-i\tau$, $t$ denoting physical time and $\tau$ periodic at the inverse temperature. An analysis of the simplified, reversible thermoacoustic cycle is presented below, in Sec. II, which extends this construction to include all modes in the engine/reservoir system on an equal footing.

Any assumption of reversibility implicitly requires that integration over small-scale statistical fluctuations lead to corrections that can be absorbed into a conservative effective action. The action satisfying this requirement locally for the ideal gas is given in Sec. II A. The reservoir and stack couplings that define a thermoacoustic engine from a simple ideal gas resonator are then introduced in Sec. II B and the whole-engine dynamics derived in two appendixes. That analysis shows both that a nontrivial engine cycle is preserved in a well-defined reversible limit and how phenomenological couplings, first introduced in the equations of motion, can be incorporated as Lagrange multipliers to extend the local action for the ideal gas to a variational description of the whole engine/reservoir system.

A further consistency requirement is then imposed in Sec. III: that the coordinate slicing and associated current conservation laws of the local Matsubara manifold be extendible globally. This requirement identifies the change of field variables representing the reversible engine as an equilibrium critical system, in Sec. III A. The conservation law associated with spontaneous time-translation breaking is then shown to be Carnot’s theorem, proved in a general form in Sec. III B. That the one universal theorem for reversible engines is implied by precisely these consistency conditions is taken as their a posteriori justification and also as a check on the assumption of reversibility.

The relation of $Q$ scaling to the Ginzburg-Landau description of the equilibrium system and the way the classical equivalence to equilibrium would become inadequate for a reversible engine with a nonzero critical temperature are discussed briefly in Sec. IV.
mass density as a function of position and time and around the annulus, will be ignored to enforce a constraint of fixed temperature. Viscosity and impermeability transverse to the gas flow is not needed, the stack plate spacing except that pure in-phase conduction takes place only at the base of thermal boundary layers, so the stack plate spacing will be driven reversibly at finite work flux. Inviscid, nonconductive equations of motion and a constraint of adiabatic evolution are generated by the effective action

$$S = \int dt \int dm \left[ \frac{v^2}{2} - \frac{T}{\gamma - 1} + \frac{1}{\gamma - 1} \ln \frac{T}{T_0} - \ln \frac{\rho}{\rho_0} \right].$$

(2)

(The $m$ integral is periodic when describing the resonator gas.) Variation of Eq. (2) with respect to $x$ gives

$$\frac{dv}{dt} = -\frac{\partial}{\partial \rho} (\rho T),$$

(3)

identifying the equation of state $p = \rho T$. Variation with respect to $T$ gives conservation of the specific entropy at comoving coordinate $m$,

$$s - s_0 = \frac{1}{\gamma - 1} \ln \frac{T}{T_0} - \ln \frac{\rho}{\rho_0} = 0.$$  

(4)

The action (2) may be defined by the requirement that it recover these equations of motion and constraint, but it is also the analytic continuation of the usual free energy, except that $x$ and $T$ may vary, subject to the constraint (4). The continuation is performed by rotating $t \to -i\tau$ to give the Euclidean action

$$-iS_{\text{E}} = \int d\tau \int dm \left[ \frac{1}{2} \frac{dx}{d\tau}^2 + \frac{T}{\gamma - 1} - \frac{1}{\gamma - 1} \ln \frac{T}{T_0} - \ln \frac{\rho}{\rho_0} \right] \right]$$

$$= \int d\tau \int dm \left[ u - Ts \right] + \left[ \int d\tau k_B T \right] N s_0.$$  

(5)

$N = \# dm/\mu$ is the number of particles and the internal energy of the gas (kinetic energy plus enthalpy) is $u = (dx/d\tau)^2/2 + T/(\gamma - 1)$. If the coordinate $\tau$ is made periodic with period $\beta = 1/k_B T$, then $S_{\text{E}} \to BF$, where $F$ is the usual free energy of the microcanonical ensemble, up to additive constants that do not depend on $T$ or $x$. $1/(\gamma - 1) = n/2$, where $n$ is the number of independent degrees of freedom in the usual equipartition computation of the thermodynamic free energy [25]. Thus $\gamma = c_p/c_v$ has the correct dependence on $n$ [20].
The field theory based on Eq. (5) has the Matsubara form [21]. \((dx/d\tau)^2/2\) may be recognized as the specific kinetic energy density of the free phonon gas and is the only term in a "bare" free-phonon action. Correlations in an effective theory for long-wavelength modes are obtained by integration over the short-wavelength statistical fluctuations. At uniform temperature and \(x=0\), this average produces the equilibrium free energy \(F\), the form of which shows that both the correction to the specific energy density \(u\) and the specific entropy \(s\) are local quantities. If the average is performed as an operator expansion about slowly varying \(x\), the same local terms correct the bare equations of motion generated by the free-phonon action [26]. For a nondissipative system, however, it must be possible to reabsorb these corrections into the effective action, and local correspondence with the equation of motion \(\partial_t^2 x = \kappa \partial_x^2 x\) with the free-phonon action. Terms correct the bare equations of motion generated by the free-phonon action, absorbing the ratio of specific heats, to reduce later notation.

The Matsubara condition that all correlations on the Euclidean \(\tau\) contour continue analytically to \(\tau\) then implies that the Euclidean effective action generating them continues to the dynamical form (2). Requiring that this representation be invariant, up to scale changes, irrespective of where the division between dynamical and statistical phonons is drawn, is equivalent to requiring a scale-invariant treatment of all phonons in the system.

**B. Addition of conductivities**

As noted, one expects that although the Ceperley cycle requires conductive effects, in the reversible limit only those that can be incorporated in modifications of the actions (2) and (5) should be needed. However, dissipative conductivity is useful as a regulator when solving the equations of motion and extends the solutions to encompass a range of more physically realistic models. Therefore, both conservative and dissipative conductivities will be included temporarily in the dynamical equations and the dissipative terms taken to zero at the end. The main resonator may be given a simple phenomenological bulk conductivity, while conductive effects in the stack are defined from the outset in terms of the desired constraint of nonfluctuating temperature.

The evolution of the internal energy of some comoving region of the gas follows from the equation of motion (3):

\[
\frac{d}{dt} \int_{m_1}^{m_2} dm \left( \frac{v^2}{2} + \frac{T}{\gamma-1} \right) = \int_{m_1}^{m_2} dm \left\{ -v \frac{\partial}{\partial m} (\rho T) + T \frac{d \ln \rho}{dt} + T \frac{ds}{dt} \right\} \\
= \int_{m_1}^{m_2} dm \left\{ -v \frac{\partial}{\partial m} (\rho v T) + T \frac{ds}{dt} \right\} \\
= \int_{x(m_1, t)}^{x(m_2, t)} dx \left( -\frac{\partial}{\partial x} (\rho v T) + \rho T \frac{ds}{dt} \right). \tag{6}
\]

Bulk conductivity and source coupling specify the form of the second term on the right-hand side of Eq. (6). Energy is conserved whenever \(\rho T ds/dt = -\partial j_\text{cond}/\partial x\), for an arbitrary conduction current \(j_\text{cond}\). The first term on the right-hand side of Eq. (6) is the divergence of the work flux current \(\rho v T\). The convected enthalpy current \(\rho v T/(\gamma-1)\) comes from expanding the convective derivative on the left-hand side. Convected kinetic energy is of order \(v^3\) and will be ignored.

Away from the stack, energy is conserved and the standard phenomenological conduction current is

\[
j_\text{cond} = -\kappa \gamma \frac{\partial T}{\partial x}. \tag{7}
\]

where \(\kappa\) is the thermal diffusivity [4]. (It is convenient to define a rescaled diffusivity \(\tilde{\kappa} = \kappa \gamma\), absorbing the ratio of specific heats, to reduce later notation.)

The constraint \(\partial T/\partial t = 0\) of perfect thermal coupling, assumed to hold in the interior of the stack, does not conserve comoving enthalpy. Therefore, as observed for both Stirling and more weakly coupled stacks [8, 9], longitudinal conduction in the stack cannot be assumed to vanish. It can, however, be idealized as providing exactly the backward heat transport required to compensate for the gain in the stack, which is the implicit content of the constraint. The net effect of conductivity in the stack will therefore be represented with a simple weight function \(\sigma(x)\) to give the relative contributions of adiabatic and isothermal evolution of the entropy,

\[
(\gamma-1)\rho T \frac{d s}{dt} = \frac{\partial}{\partial x} \left[ -\kappa \rho \frac{\partial T}{\partial x} (1-\sigma) \right] + \left[ \rho v \frac{\partial T}{\partial x} + (\gamma-1)\rho T \frac{d \sigma}{dt} \right]. \tag{8}
\]

To solve for the behavior of the engine, \(\sigma\) will be taken as a simple scalar function, identically 1 inside the stack, identically 0 outside the heat exchangers, with some smooth transition behavior between the two regions. If \(\sigma\) is nearly a step function, boundary layer effects will define the physical coupling dynamically, independently of the detailed form assumed. To then relate the solutions to symmetries of the ideal gas, the scalar function will be replaced with a dynamical representation of the local reservoir positions along the stack and an equivalent implementation of \(\sigma(x)\) in the action, via Lagrange multipliers.

**C. Stability and transport results**

The wave equation is the time derivative of Eq. (3):

\[
\frac{d^2 v}{dt^2} = \frac{\partial}{\partial m} \left[ \gamma \rho v \frac{\partial v}{\partial x} - (\gamma-1)\rho T \frac{d s}{dt} \right], \tag{9}
\]

(recovering the speed of sound for small perturbations as \(\gamma k_B T = \mu c^2\) when \(ds/dt = 0\)). Its solution with the entropy evolution of Eq. (8) gives the stability properties of resonator modes. For the annular engine, however, the absence of pressure boundaries makes imposed temperature gradients a
more important impedance discontinuity than they are for standing waves [9], so the phasing of the modal eigenvectors cannot be assumed a priori.

Equations (8) and (9) will therefore be solved self-consistently to second order in small sound pressures. With angular brackets denoting the time average of any quantity over some complete number of cycles, the mean and oscillatory parts of the temperature field are given in terms of $v$ by the average of Eq. (8) outside the stack:

$$\left\langle \frac{\partial}{\partial x} \right\rangle = \left\langle \rho \frac{\partial T}{\partial t} + v \frac{\partial T}{\partial x} + (\gamma - 1) T \frac{\partial v}{\partial x} \right\rangle. \quad (10)$$

Vanishing of linear-order oscillations relates temperature to velocity fluctuations and the static mean temperature is then solved in terms of the transport invariants around the annulus, represented by the cycle averages of second-order quantities as in Ref. [4]. The algebra for these steps is performed in Appendix A.

The resulting static background $\bar{T}$ is then substituted into Eq. (9), which is solved as an eigenvalue-eigenvector problem at linear order to find the independent modes $\nu$ and their frequencies in Appendix B. The mean temperature solutions of Eq. (10) are parametrized by sound intensity, convected mass transport, and a parameter $\alpha$, which measures the ratio of standing to traveling components in the eigenfunction and the standing component phase. In general, they do not correspond to purely real frequencies for the oscillating components, so small instabilities are assumed, to permit sensible cycle averages.

At nonzero dissipative conductivity, boundary layers at the ends of the stack are found to extend the original, real-valued coupling strength $\sigma$ to a complex coupling $(\sigma^* - i \delta)$, given in Eq. (A7) and shown in Fig. 2. The real part of the difference $\sigma^* - \sigma$ merely hides the detailed form of the coupling function at the stack ends in a conductive transition region. This thermal averaging will be exploited below to model the stack region as a set of discrete, mutually decoupled thermal reservoirs (Swift’s “bucket brigade” [4], though for the Stirling cycle), each tied by a $\delta$ function of temperature to the instantaneously adjacent volume of gas in the resonator.

The imaginary part of the dynamical coupling $i \delta$ performs an interesting refrigeration cycle in realistic models, which is relevant to the saturation value of the sound intensity $\Lambda$. However, because $\delta$, a dissipative, pure loss term, is not needed to define the working cycle, it can be eliminated by taking $\delta \to 0$. As long as the stack plate spacing remains smaller than the boundary layer thickness $\sqrt{2\tilde{\gamma} \delta_x} / \omega$ in the limit, $\sigma^* - \sigma$, but otherwise the conductive coupling remains unchanged.

The final result of the appendix is that the scaling dependence of the quality factor on the temperature difference $T_H - T_C$ and on mode number is the same as for the standing-wave case [6]. The quality factor $Q$ is defined from the imaginary part of the modal eigenfrequency for each mode, as given in Eq. (B17), by

$$-\frac{1}{Q} = \frac{d}{\omega} \ln\Lambda = -\frac{2 \text{Im} (\omega)}{\omega}. \quad (11)$$

For perturbations about $\Lambda = 0$, Eqs. (B17) and (11) reduce at leading order in $(T_H - T_C)/T_C = \Delta T / T$ to $-1/Q = \Delta T / 2\pi \gamma \bar{T}$ for mode $j$, giving a growth time independent of mode number. Corrections from effects such as bulk conductivity and losses in boundary layers $\delta$ of finite thickness, as given in Eq. (B16), modify the reversible result to

$$-\frac{1}{Q} = \frac{1}{2\pi} \frac{\Delta T - T_{\text{crit}}}{\gamma \bar{T}}. \quad (12)$$

where $T_{\text{crit}} / \bar{T} = \alpha (\gamma - 1) k_j / \sqrt{\gamma \delta_x (\omega)}$ and $k_j$ is the wave number of the $j^{th}$ mode in the resonator. Therefore, modes with either steeper velocity gradients or greater projection of those gradients onto the boundary regions also suffer larger critical temperatures to onset. This too is in qualitative agreement with the results of Ref. [5]. Though this model omits too many physical effects for more direct comparison to be meaningful, it does show that the qualitative dependence of modal onset parameters on various gain and loss effects is similar for the traveling-wave and the standing-wave cycles, when both operate in irreversible regimes.

III. REVERSIBILITY AS EQUILIBRIUM

In Eq. (5), the periodicity of the Matsubara manifold was defined in terms of the temperature $T$. This prescription is straightforward for isothermal equilibrium systems, but not obviously sensible if $T$ is a dynamical field, because then the coordinates for fluctuations are defined in terms of the fluctuations themselves. Yet the adiabatic changes of state in a reversible transformation strongly resemble otherwise meaningless scale transformations in the description of an equilibrium system. Therefore, it should be possible to ensure well-defined coordinate slicing of the Matsubara manifold, while admitting temperature fluctuations, by regarding temperature as a metriclike scale factor and different states of the adiabatic ideal gas as identical up to classical scalings of some canonical base manifold. The transformation from physical embedding coordinates to the canonical base manifold defines the equivalent equilibrium system and assumes physical significance of the new conservation law associated with scale transformations.
A. The equivalent equilibrium system

One may transform Lagrangian coordinates from \((t,m)\) to a new set \((z,m)\), with \(\partial t/\partial z|_m = \beta/\beta_0\), to place Eq. (2) in an equivalent form

\[
S[t,x] = \int dz \int dm \frac{1}{2} \left( \frac{\partial x}{\partial z|_m} \right)^2 + T_0 \left[ \ln \left( \frac{\rho_0}{\rho(z,m)} \right) \right] - \frac{\gamma}{\gamma-1} \ln \left( \frac{\partial \sigma}{\partial z|_m} \right) \frac{1}{\gamma-1}. \tag{13}
\]

Here \(\partial t(x)/\partial z(m) = \partial t/\partial z|_m\) is the Jacobian of the transformation, \((z,m)\) define the canonical base manifold, and \((t,x)\) embed it into real space and time. \(x\) and \(z\) are chosen in regions \(t,\) the full embedding coordinates \((t,x)\) may be used.

It is now natural to treat the dilation from \(t\) to \(z\) as a Weyl transformation on the complex time manifold and rather than rotating \(t \rightarrow e^{i \alpha} t\) to continue \(z \rightarrow e^{i \beta} z\). If \(\partial t/\partial z|_m\) defines an analytic function of \(z - i \beta\), then \(d\beta = \beta_0\) everywhere corresponds to the previous relation \(d\beta = \beta\) for a locally ideal gas with slowly varying temperature. The Euclidean continuation of Eq. (5) then becomes

\[
S_E[\tau,x] = \int d\zeta \int dm \frac{1}{2} \left( \frac{\partial x}{\partial \zeta|_m} \right)^2 + T_0 \left[ \ln \left( \frac{\rho_0}{\rho(\zeta,m)} \right) \right] - \frac{\gamma}{\gamma-1} \ln \left( \frac{\partial \sigma}{\partial \zeta|_m} \right) \frac{1}{\gamma-1}. \tag{14}
\]

Equation (14) separates field fluctuations associated with particular solutions from the coordinate slicing of the surface on which they are defined. As a result, lack of an explicit \(z\) or \(m\) dependence in the action implies conservation of currents across constant-\(z\) or -\(m\) surfaces, which are now well defined, via Noether’s theorem.

The lapse component \(\partial t/\partial \zeta|_m\) of the embedding, relating temperature \(T\) to a canonical reference temperature \(T_0 = 1/k_B\beta_0\), may also now be dynamically constrained. If a Lagrange multiplier is added to set \(\partial t/\partial \zeta|_m\) constant, Eq. (14) reverts to Eq. (5), describing isothermal sound. A closed volume, so constrained, becomes an ideal-gas reservoir. The stack can be similarly represented and the scalar coupling \(\sigma\) replaced with a series of local constraints, giving a fully variational description of the engine/stack/reservoir system.

The Ceperley engine is thus modeled, as shown in Fig. 3, as a collection of one-dimensional regions of ideal gas. \(N + 1\) separate volumes are labeled with mass coordinates \(\{m_0, \ldots, m_N\}\). The finite, periodic region \(m_0\) is the resonator, two semi-infinite regions \(m_1 \in (-\infty, 0)\) and \(m_{N} \in (0, \infty)\) will be respectively hot and cold reservoirs, and finite volumes \(\{m_2, \ldots, m_{N-1}\}\) represent thermal repository positions along the stack. If larger values of \(n/2 = 1/(\gamma - 1)\) are chosen in regions \(j = 1, \ldots, N\) than for \(j = 0\), the specific heat in the reservoirs and stack can be made arbitrarily large and thermal fluctuations suppressed to any desired degree.
lation to heat flow shown identically, irrespective of how it is partitioned among system excitations.

B. Carnot’s theorem

The constrained Euclidean action $S_E[\{\tau, x\}] + S_C[\{\tau, x, \lambda\}]$ is taken here to be the fundamental object encoding the degrees of freedom, symmetries, and conservation laws of the reversible annular engine. Symmetry breaking follows as a corollary because $S_E + S_C$ is equally the source of engine dynamics, or $\beta_0$ times the free energy of a nondynamical system in thermal equilibrium. The kinetic term in $(\xi, m)$ variables is nonquadratic, so its direct solution together with the constraints is cumbersome. For that reason only, one uses the device of rotation $\xi \rightarrow i\zeta$ and the transformation of coordinates from $(\zeta, m)$ to $(t, m)$ to find the extremal solutions. Under analytic continuation back to $\zeta$, though, these must still be the classical minima of the equilibrium free energy. Such an interpretation might seem contrived, except that the Euclidean conservation laws in coordinates $(\xi, m)$ are precisely those for the entropy flux expressed in Carnot’s theorem, as will now be shown.

The only assumptions will be that an action exists with a nondynamical system in thermal equilibrium. The kinetic term in $(\zeta, m)$ variables is nonquadratic, so its direct solution together with the constraints is cumbersome. For that reason only, one uses the device of rotation $\xi \rightarrow i\zeta$ and the transformation of coordinates from $(\zeta, m)$ to $(t, m)$ to find the extremal solutions. Under analytic continuation back to $\zeta$, though, these must still be the classical minima of the equilibrium free energy. Such an interpretation might seem contrived, except that the Euclidean conservation laws in coordinates $(\xi, m)$ are precisely those for the entropy flux expressed in Carnot’s theorem, as will now be shown.

$S_E = \int d\zeta \int dm \lambda_E \left( \xi, \frac{d\xi}{d\zeta}, \frac{d\xi}{dm}, \ldots \right).$ (17)

If, as above, the eigenvalue analysis of the dynamical variation of $S$ shows that time translation symmetry is broken by the ground state of $S_E$, it follows that given a ground state solution $\xi$, the transformation $\xi \rightarrow \xi + (e/\beta)d\xi/d\zeta|_m$, with $e$ constant, produces another of the degenerate ground states, with no change of action,

$$\delta S_{\text{sym}}^{\xi} = \int d\zeta \int dm e \frac{1}{\beta} \frac{d\xi}{d\zeta} \frac{d}{dm} \left( \frac{1}{\beta} \frac{d\xi}{d\zeta} \right) \frac{d\lambda_E}{d\xi/d\zeta|m} \frac{d}{dm} \left( \frac{1}{\beta} \frac{d\xi}{d\zeta} \right) \frac{d\lambda_E}{d\xi/d\zeta|m} + \ldots.$$ (18)

Of course, $\delta S_{\text{sym}}^{\xi}$ vanishes for general variation about a stationary point, by the Euclidean equations of motion. Choosing as one such ‘dynamical’ variation $\xi \rightarrow \xi + (e/\beta)d\xi/d\zeta|_m$, with $e$ constant for $m_- = m = m_+$ and zero otherwise, gives the null variation

$$\delta S_{\text{sym}}^{\text{dyn}} = \int d\zeta \int dm \left\{ \frac{1}{\beta} \frac{d\xi}{d\zeta} \frac{d}{dm} \left( \frac{1}{\beta} \frac{d\xi}{d\zeta} \right) \frac{d\lambda_E}{d\xi/d\zeta|m} \frac{d}{dm} \left( \frac{1}{\beta} \frac{d\xi}{d\zeta} \right) \frac{d\lambda_E}{d\xi/d\zeta|m} + \ldots \right\}.$$ (19)

The difference of Eq. (19) from Eq. (18) contains only surface integrals:

$$0 = \int d\zeta \int dm \left( \int_{m_-}^{m_+} dm + \int_{m_-}^{m_+} dm \right) e \frac{1}{\beta} \frac{d\xi}{d\zeta} \frac{d\xi}{dm} \frac{d\lambda_E}{d\xi/d\zeta|m} \frac{d}{dm} \left( \frac{1}{\beta} \frac{d\xi}{d\zeta} \right) \frac{d\lambda_E}{d\xi/d\zeta|m} + \int d\zeta \int dm \left( e \frac{1}{\beta} \frac{d\xi}{d\zeta} \frac{d\xi}{dm} \frac{d\lambda_E}{d\xi/d\zeta|m} \frac{d}{dm} \left( \frac{1}{\beta} \frac{d\xi}{d\zeta} \right) \frac{d\lambda_E}{d\xi/d\zeta|m} \right)^{m_+}_{m_-}.$$ (20)

The practical definition of a reservoir has been assumed (an asymptotic region in which the temperature can be taken as constant), making it possible to pull the factors of $\beta$ out of $\xi$ derivatives. In regions of constant $\beta$, the translation in $\zeta$ is, under the analytic continuation to $\zeta$, simply proportional to the translation in $t$. Time-translation symmetry of the theory follows from the absence of explicit $t$ dependence in the action, which in the reservoirs implies the absence of an explicit $\xi$ dependence. (The Ceperley example above demonstrates these features.) The first $\zeta$ integral of Eq. (20) thus contains a total derivative on a periodic domain and vanishes identically.

The remaining average end point currents in $\zeta$ coordinates [with the definition $\langle J \rangle = \delta \xi/d\zeta$ of averages] must cancel.
CARNOT’S THEOREM AS NOETHER’S THEOREM FOR . . .

This average, however, is just the zero-frequency component in the Fourier expansion of these currents on the domain of \( \xi \). An analytic continuation from \( \xi \) to \( z \) is simply an expansion in complex exponentials with contour-independent coefficients (including the zero mode), implying that

\[
1 \left( \frac{d \xi}{\beta \frac{d z}{m}} \frac{\partial \lambda_E}{\partial (d \xi/dm)} \right)_{m_-}^{m_+} = 0. \tag{21}
\]

A parallel application of Noether’s theorem to the global time-translation symmetry can be carried out in the coordinates \((t, m)\). The \( t \) independence of \( \mathcal{L} \) gives zero variation under a constant shift and for a more general time- and space-dependent shift \( \bar{\epsilon} \), the counterpart to Eq. (19) is

\[
\delta_{\text{dyn}} S = 0 = \int dt \int_{m_-}^{m_+} dm \bar{\epsilon} \left( \xi \frac{\partial \mathcal{L}}{\partial \xi} - \frac{d}{dt} \left( \frac{\partial \mathcal{L}}{\partial \dot{\xi}} \right) \right)_{m_-}^{m_+} + \frac{d \xi}{dm} \frac{\partial \mathcal{L}}{\partial \xi} + \cdots - \int dt \bar{\epsilon} \left( \xi \frac{\partial \mathcal{L}}{\partial \xi} \right)_{m_-}^{m_+} = \int dt \bar{\epsilon} \int_{m_-}^{m_+} dm \left( - \frac{d \mathcal{H}}{dt} \right)_{m} - \int dt \bar{\epsilon} \left( \xi \frac{\partial \mathcal{L}}{\partial \xi} \right)_{m_-}^{m_+}. \tag{23}
\]

Here \( \bar{\epsilon} \) has been chosen constant in \( m \) between \( m_- \) and \( m_+ \), but a general function of \( t \) vanishing at \( t \to \pm \infty \), and the shorthand \( \dot{\xi} = d \xi/dt \mid_m \), \( \xi' = d \xi/dm \mid_m \) is introduced. The Hamiltonian \( \mathcal{H} \) is defined by the terms appearing in curly brackets in Eq. (23). The simple form of the kinetic term in the \((t, m)\) coordinates gives, for the action of the previous sections, \( \mathcal{H} = \xi \partial \mathcal{L} / \partial \xi - \mathcal{L} \). Because \( \mathcal{L} \) contains logarithmic terms representing the entropy, however, in the general case \( \mathcal{H} \) represents the full “free-energy density” of the gas in the engine. [If the device of a separately variable mechanical regulator load had been assumed, to allow the engine behavior to be truly cyclic, the total derivative of that part of \( \mathcal{H} \) representing the engine could have been chosen to vanish over complete cycles and \( \int dt \int_{m_-}^{m_+} dm (d \mathcal{H} / dt) \mid_m \) would simply be the work done on the load.] The end point terms are thus identified as the energy flux currents at the reservoir boundaries (heat flux currents for \( m_\pm \to \pm \infty \) and coupling only to thermal sources). Therefore, writing \( J_E(t, m) = \dot{\xi} \partial \mathcal{L} / \partial \xi' \) and recalling that \( d \xi / dz \mid_m = (\beta / \beta_0) \dot{\xi} \), \( \lambda = (\beta / \beta_0) \mathcal{L} \), and in regions of constant \( \beta \), \( d \xi / dm \mid_z = d \xi / dz \mid_z \), it follows that

\[
\frac{1}{\beta} \left( \frac{d \xi}{d z} \frac{\partial \lambda}{\partial (d \xi/dm)} \right)_{m_-}^{m_+} = 0. \tag{22}
\]

From the constant-temperature heat flux relation \( dQ = T \, dS \), \( \beta J_E \) can be recognized as the entropy flux current. A convenient variation (23) is defined by \( \bar{\epsilon} = \text{const} \) on \((t_-, t_+)\), where \( (t_+ - t_-) \) is an integral number of engine cycles, and \( \bar{\epsilon} = 0 \) otherwise. It then follows from Eq. (22), Eq. (23), and the definition of the time average as the zero-frequency Fourier component that

\[
\int_{t_-}^{t_+} dt \int_{m_-}^{m_+} dm \left( \frac{d \mathcal{H}}{dt} \right)_{m} = \left( \int_{t_-}^{t_+} dt \right) \left( J_E(t, m_-) - J_E(t, m_+) \right) = \left( \frac{T_H}{T_C} - 1 \right) \int_{t_-}^{t_+} dt J_E(t, m_+), \tag{25}
\]

which is Carnot’s relation between the change in the free energy of the engine (or optionally the load) and the heat flux current into the cold reservoir [20]. Q.E.D.

IV. DISCUSSION: DISSIPATION AND THE CRITICAL INTERPRETATION

The gas equations taken as the starting point in the appendices result from integration over microscopic fluctuations, while the resonator modes are left explicitly dynamical. Further integration over resonator oscillations, leaving only the evolution of the intensity explicitly dynamical, corresponds to formation of the usual Ginzburg-Landau effective action for the order parameter [18].

The mode power equation (12) for the unstable mode at \( \Delta T > T_{\text{crit}} \) can be obtained by variation of the fields in the action

\[
S_{GL} = \frac{1}{2} \int dt \left( \frac{1}{2} \frac{dA^*}{dt} \frac{dA}{dt} + 1 \left( \frac{\bar{\epsilon} \Delta T - T_{\text{crit}}}{4 / \gamma T} \right)^2 A^* A \right). \tag{26}
\]

Here a complex mode amplitude is defined as \( A = \sqrt{\Lambda} e^{i \varphi} \) and \( \varphi \) is the phase of a traveling wave around the resonator, referred to an arbitrary instant of time. (This indexing of the set of degenerate traveling waves correctly provides the uniqueness of modes of different \( \varphi \) at nonzero \( \Lambda \), together with the smoothness property that perturbations at all \( \varphi \) become identical as \( \Lambda \to 0 \).

Equation (26) may be compared to the action for the canonical “Mexican-hat” symmetry-breaking potential on the complex plane [15].

\[
S_{SB} = \int dt \left[ \frac{1}{2} \left( \frac{dA^*}{dt} \frac{dA}{dt} - \mu^2 A^* A - \frac{\lambda}{12} (A^* A)^2 \right) \right]. \tag{27}
\]

Linear perturbation analysis of the heat engine provides only the quadratic terms in Eq. (26); the stabilizing higher-order terms must come from nonlinear evaluation of the self-consistent equations at finite sound amplitude. The effective
coupling determining the strength of the instability around \( a = 0 \) can be read from the correspondence as \(-\mu^2 = [(c/2L)(\Delta T - T_{\text{crit}})/\gamma T]^2\). In the classical problem, as \( \mu^2 \) transits positively through zero, the motion of the field \( a \) goes from exponential instability to oscillatory stability around \( a = 0 \) and symmetry of the ground state is restored. The irreversible engine with finite \( T_{\text{crit}} \) has no such regime; it transits from exponential instability above onset to exponential stability below. Yet the terms in Eq. (27) through quadratic order, with real \( \mu^2 \), are the most general possible for an analytic action with these symmetries, covering both sides of the symmetry-breaking transition.

The only way the reversible Ceperley engine can be equivalent at the \textit{classical} level to an equilibrium system and have action (27) to obtain the dynamics of the broken phase is for \( T_{\text{crit}} = 0 \), as it was found to do in Appendix B. This characteristic thus appears to be a necessary condition on any engine that can undergo onset in the reversible limit. An engine that can undergo onset in the reversible limit and couple weakly to the Stirling limit, equivalent to Ref. [2] for standing waves, has been performed; nor has back reaction from thermal transport been considered to complete the treatment of the idealized stack [8].

A self-contained stability and transport analysis is therefore presented in this and the following appendix. Because its ultimate purpose is to demonstrate the relation between a reversible thermoacoustic limit and global variational principles, the effects of dissipative versus conservative conductivity will be carefully distinguished. The back reaction is considered in some detail because, together with stack-end boundary layers, it creates mode-dependent critical temperatures qualitatively similar to those for standing-wave engines. Keeping these effects places the reversible limit in context in the more general case.

The mean temperature background is found to second order in small sound amplitude by decomposing the expression (8), assuming forms \( T = T_0 + T_1 \) and \( \rho = \rho_0 + \rho_1 \) as functions of \( x \), with the 0-subscripted quantities defined to be static. The background value \( v_0 \) will be taken as 0. This gives

\[
\rho_0 \left[ \frac{\partial T_1}{\partial t} + v \frac{\partial T_0}{\partial x} + (\gamma - 1)T_0 \frac{\partial v}{\partial x} \right] = 0 + \rho_1 \left[ \frac{\partial T_1}{\partial t} + v \frac{\partial T_0}{\partial x} + (\gamma - 1)T_0 \frac{\partial v}{\partial x} \right] + \frac{\partial}{\partial x} \left( \tilde{\rho}_0 \frac{\partial T_0}{\partial x} \right)
\]

\[
+ \rho_0 \left[ v \frac{\partial T_1}{\partial x} + (\gamma - 1)T_1 \frac{\partial v}{\partial x} \right] + \frac{\partial}{\partial x} \left( \tilde{\rho}_1 \frac{\partial T_1}{\partial x} \right) + \frac{\partial}{\partial x} \left( \tilde{\rho}_0 \frac{\partial T_0}{\partial x} \right) + \cdots + \cdots .
\]

(A1)

The oscillatory part at linear order must vanish by itself, giving

\[
\rho_0 \left[ \frac{\partial T_1}{\partial t} + v \frac{\partial T_0}{\partial x} + (\gamma - 1)T_0 \frac{\partial v}{\partial x} \right] = 0,
\]

\[
\frac{\partial}{\partial x} \left( \tilde{\rho}_1 \frac{\partial T_1}{\partial x} \right) = \frac{\partial}{\partial x} \left( \tilde{\rho}_0 \frac{\partial T_0}{\partial x} \right) .
\]

(A2)

For small conductivities and small absolute temperature variations, the temperature and density dependence of \( \tilde{\kappa} \) will be ignored, the term (\( \tilde{\kappa} \rho_1 \)) will be dropped, and (\( \tilde{\kappa} \rho_0 \)) or \( \tilde{\kappa} \) will be treated as constant. \( \sqrt{2 \tilde{\kappa}/\omega} = \sqrt{\gamma} \delta_k \) defines a diffusion wavelength [29], the thermal boundary layer thickness of Energy, Office of Basic Energy Science, Engineering and Geoscience Contract No. W7405-ENG-36.

APPENDIX A: TRANSPORT MEAN FIELD AND FLUCTUATIONS

The standing-wave thermoacoustic cycle has been extensively analyzed and modeled [1–4,6,27], with emphasis on quantitative prediction as well as general scaling properties [28]. The traveling-wave engine has received much less attention [7,8] and reflecting limitations in current stack technologies, many treatments have assumed wide-plate, standing-wave–type stacks [9,10], which operate far from the reversible limit and couple weakly to the Stirling cycle [10]. No eigenvalue analysis of annulus modes in the Stirling limit, equivalent to Ref. [2] for standing waves, has been performed; nor has back reaction from thermal transport been considered to complete the treatment of the idealized stack [8].

A self-contained stability and transport analysis is therefore presented in this and the following appendix. Because its ultimate purpose is to demonstrate the relation between a reversible thermoacoustic limit and global variational principles, the effects of dissipative versus conservative conductivity will be carefully distinguished. The back reaction is considered in some detail because, together with stack-end boundary layers, it creates mode-dependent critical temperatures qualitatively similar to those for standing-wave engines. Keeping these effects places the reversible limit in context in the more general case.

The mean temperature background is found to second order in small sound amplitude by decomposing the expression (8), assuming forms \( T = T_0 + T_1 \) and \( \rho = \rho_0 + \rho_1 \) as functions of \( x \), with the 0-subscripted quantities defined to be static. The background value \( v_0 \) will be taken as 0. This gives

\[
\frac{\delta_k}{L} = \sqrt{\frac{\tilde{\kappa}}{\gamma \pi \pi_L}} \ll 1.
\]

(A3)

Without stack boundaries, Eq. (A2) would be solved by an adiabatic temperature field \( \tilde{T}_1 \), with

\[
\frac{\partial \tilde{T}_1}{\partial t} + v \frac{\partial \tilde{T}_0}{\partial x} + (\gamma - 1)T_0 \frac{\partial v}{\partial x} = 0.
\]

(A4)
up to terms of $O(\delta_e/L)^2$ associated with conductivity in the bulk. To focus attention on the transport properties associated with the stack, quadratic terms in $\delta_e/L$ will be assumed smaller than all terms that are kept.

The adiabatic solution, which does not generally satisfy the boundary condition $T_1=0$ at the stack ends, can be augmented by considering a solution $T'_1$ of

$$\frac{\partial T'_1}{\partial t} = \kappa \frac{\partial^2 T'_1}{\partial x^2}$$

(A5)

of the approximate form

$$T'_1 = \tilde{T}_1 \left[ \Theta_{x<x_c} e^{-(1+i)\sqrt{\gamma} \delta_e} + \Theta_{x>x_H} e^{-(1+i)\sqrt{\gamma} \delta_e} + O \left( \frac{\delta_e}{L} \right) \right].$$

(A6)

Here $\Theta$ are Heaviside functions and the subscripts indicate where $\Theta$ takes value 1. The combined function $T_1=\tilde{T}_1 + T'_1$ satisfies Eq. (2) up to $O(\delta_e/L)$ and $T_1=0$ at the edges of the stack. It is now natural to define the physical coupling functions

$$\sigma' = \sigma + (1-\sigma) \text{Re} \left[ \Theta_{x<x_c} e^{-(1+i)\sqrt{\gamma} \delta_e} + \Theta_{x>x_H} e^{-(1+i)\sqrt{\gamma} \delta_e} \right],$$

$$\delta = - \left( 1-\sigma \right) \text{Im} \left[ \Theta_{x<x_c} e^{-(1+i)\sqrt{\gamma} \delta_e} + \Theta_{x>x_H} e^{-(1+i)\sqrt{\gamma} \delta_e} \right].$$

(A7)

These functions have the forms shown in Fig. 2. $\sigma'$ simply extends the conductive region of the stack in a frequency-dependent way and as long as $\sigma$ is sharper than $\sqrt{\gamma} \delta_e$, its particular form does not matter. $\delta$ defines the transition region between adiabatic and isothermal behavior, as will be seen explicitly below. Using these definitions, the correction $T_1$ to the background can be given everywhere in terms of the adiabatic solution $\tilde{T}_1$, as $T_1=\tilde{T}_1[1-(\sigma'-i\delta)]$.

The remaining, second-order contribution to Eq. (1) must then vanish separately. Only its constant part is considered in the mean-field approximation; for oscillations of $\tilde{v}$ at frequency $\omega$ the remaining terms have frequency $2\omega$. Computing the cycle average of two oscillatory functions $a$ and $b$ from their complex forms as explained in Ref. [4], $\langle ab \rangle = \text{Re}(a^*b)/2$, and solving the continuity equation (1) to leading order to obtain, $\rho_1/\rho_0 = (i/\omega) \partial \tilde{v}/\partial x$, the second-order term can be reduced to

$$\frac{\partial}{\partial x} \left( \kappa \rho_0 \frac{\partial T_0}{\partial x} \right) = \gamma (\rho_1/v) \frac{\partial T_0}{\partial x} - \rho_0(v^2) \frac{\partial}{\partial x} \left( \frac{\partial T_0}{\partial x} \right) + (\gamma - 1) \left( \frac{\partial}{\partial x} \left( \frac{\partial}{\partial x} \right) \right) \left( \frac{\partial}{\partial x} \left( \frac{\partial}{\partial x} \right) \right).$$

(A8)

An approximation consistent with thin boundary layers and no flow impedance in a stack of length $d<\ll L$ is that $(v^2)$ is constant across the boundary layers and even across the stack. Therefore, a characteristic scale factor for the intensity of sound in the engine is

$$\Lambda = \langle v^2 \rangle / \kappa \omega.$$ 

(A9)

Alternatively written, $\Lambda/2 = \langle (\partial x)^2 \rangle / \gamma \delta_e^2$, where $\langle (\partial x)^2 \rangle$ is the mean squared displacement of fluid due to the sound wave. (For reference, for 500-Hz oscillations of helium, with a sound speed $c \sim 1000$ m/s and $\delta_e \lesssim 1$ mm, sound pressures $\rho_1/\rho_0 \sim 1$% correspond to values of $\Lambda \sim 10$. Therefore, it is conventional to consider gas displacements comparable to the boundary layer thickness sweeping into and out of the ends of the regenerator.)

Integration of Eq. (1) gives the condition for continuity of convective mass transport $\partial / \partial x \langle \rho_1 v \rangle = 0$. Taking $(\kappa \rho_0)^2$ as a constant, a characteristic wave number for a given traveling-wave solution indexed by an integer $j$ can then be defined as

$$k_j = \left( \langle \rho_1 v \rangle / (\kappa \rho_0)^2 \right) \left( \frac{\partial v}{\partial x} \right).$$

(A10)

For waves with a significant standing component, information about their position in relation to the stack can be represented by a parameter $\alpha$, with

$$ak_j^2 \equiv \frac{\left( \langle \partial v^2 \rangle / \langle v^2 \rangle \right)}{\langle v^2 \rangle}.$$ 

(A11)

Equation (A8) can then be grouped to read

$$\frac{\partial}{\partial x} \left[ \frac{1}{\Lambda} + \delta(x) \right] \frac{\partial T_0}{\partial x} = k_j \left[ \gamma^2 - (\gamma - 1) \sigma'(x) \right] T_0$$

(A12)

Solutions to the homogeneous equation, obtained by setting the left-hand side equal to zero, actually contain everything interesting about Eq. (A12). This can be seen by defining
rescaled boundary layer functions \( \tilde{\sigma} = \sigma' e^{\pm \alpha_{\delta} z} \tilde{\delta}(\sigma' + \delta) \) and 
\( \tilde{\delta} = \delta e^{(\gamma - 1)k_j \tilde{\delta}\alpha_{\delta}(\sigma' + \delta)} \). From the definitions (A7), it follows that 
\( \partial \sigma'/\partial x = \tilde{\sigma}(\sigma' + \delta)/\sqrt{\tilde{\gamma} \tilde{\delta}_x} \) and 
\( \partial \tilde{\delta}/\partial x = \pm (\sigma' - \delta)/\sqrt{\tilde{\gamma} \tilde{\delta}_x} \), respectively, at \( x_h \) and \( x_c \), so Eq.
(A12) can be written
\[
\frac{\partial}{\partial x}\left[ \frac{1}{\Lambda} + \tilde{\delta}(x) \right] \frac{\partial T_0}{\partial x} - k_j [\gamma^2 - (\gamma - 1)\tilde{\sigma}(x)] T_0 = 0.
\]
(A13)

Here the approximately equals sign indicates small modifications in the shape of the terms that have been kept, only in the middle of the boundary layer where the particular shapes of \( \sigma' \) and \( \tilde{\delta} \) have no effect on the qualitative form or scaling of the solution. Because the changes are by scale factors and not constant offsets, they will not modify the asymptotic relations between heat current and sound power derived below and the difference between Eq. (A13) and the homogeneous part of Eq. (A12) will not be visible in results at the orders of \( \gamma - 1 \) and \( k_j \tilde{\delta}_x \) kept. (Therefore \( \delta \) and \( \sigma' \) will be retained in the notation.)

From the energy conservation relation (6) and the form (7) for the heat flux, suppressing terms of order \( \nu^3 \), the total mean energy current through the region without sources is given to second order by
\[
\frac{\gamma - 1}{(\tilde{\kappa} \rho)_{\Lambda}} \frac{\gamma \rho \nu T}{(\gamma - 1)} - \frac{k_j \rho \partial T}{\partial x} = 0 \quad \text{(no source)}
\]
\[
= k_j \gamma^2 T_0 - \frac{1}{\Lambda} \frac{\partial T_0}{\partial x} \quad (T_1 \ \text{adiabatic})
\]
\[
= k_j \gamma T_0 - \frac{1}{\Lambda} \frac{\partial T_0}{\partial x} \quad (T_1 = 0).
\]
(A14)

These are the two forms appearing in Eq. (A13) on either side of the boundary region \( \tilde{\delta} \), where \( \sigma' \) takes values 0 and 1, respectively (working to linear order in \( \gamma - 1 \)). This verifies that energy conservation is maintained within the meanfield approximation and shows that \( \delta \) defines the transition region between adiabatic and isothermal sound.

The solution of Eq. (A13) is by means of an integrating factor. Defining a dilated coordinate
\[
dz = \frac{1}{1 + \Lambda \tilde{\delta}(x)} dx, \quad z(x_h) = 0, \quad z(x_c) = z_c,
\]
(A15)
and the argument of the integrating factor
\[
\xi(z) = \Lambda k_j \int_0^z dz' \left[ \gamma^2 - (\gamma - 1)\sigma' \right],
\]
(A16)
the exact solution to Eq. (A13) is given by
\[
T_0(z) = T_H \int_{z_h}^z dz' e^{-(\xi(z') - \xi(z))} + T_c e^{-(\xi(z_c) - \xi(z))} \int_{z_h}^z dz' e^{-(\xi(z'))}.
\]
(A17)

The imaginary part \( \delta \) of the boundary layer, rather than being the working term as in the thermoacoustic cycle, is a parasitic loss region. Its effect can be seen by examining the leading term in the exact solution (A17) at large sound level. In the adiabatic return path of the annulus for large \( \Lambda k_j L \), the second term in Eq. (A17) is exponentially suppressed, and the first term approaches the constant value
\[
T_0(z) \sim T_H e^{-(\gamma - 1)k_j \tilde{\delta}(x)} \int_0^{L / \Lambda} \frac{1}{\Lambda + \tilde{\delta}(x)}.
\]
(A18)

The temperature in the adiabat is thus determined by convection of whatever emerges at the hot end of the source region. Explicit integration, using the forms (A7) for \( \sigma' \) and \( \delta \), gives
\[
\frac{1}{\sqrt{\gamma} \tilde{\delta}_x} \int_0^{L / \Lambda} \frac{1}{\Lambda + \tilde{\delta}(x)} = \frac{\Lambda}{\gamma} \left( \Lambda \leq 1 \right)
\]
\[
= \ln \Lambda \quad (\Lambda \gg 1)
\]
(A19)
and leads to a scaling relation for \( T_0 \) of the form
\[
\frac{T_0(z)}{T_H} \sim e^{-(\gamma - 1)k_j \tilde{\delta}(x/\Lambda)} \quad (\Lambda \leq 1)
\]
\[
\sim \Lambda^{-(\gamma - 1)k_j \tilde{\delta}_x} \quad (\Lambda \gg 1).
\]
(A20)

For rms gas displacement less than \( \tilde{\delta}_x \), the gas emerges at nearly the temperature of the hot exchanger. However, for larger displacements, at which isothermal sound is transported out of conductive contact with the strongly coupled source, energy must be drawn from the background \( T_0 \) to provide the fluctuating temperature component of the adiabatic sound. This cools the gas below the temperature of the hot exchanger. The transport relations will show that mechanical work is drawn from the sound wave to do this, so the boundary layer in effect implements a refrigeration cycle that consumes part of the gain produced by the stack. Examples of the solution (A17) are shown in Fig. 4.

The action of the stack as a Stirling regenerator can be checked by evaluating the comoving entropy change, which in the stack interior is given by
\[
\left( \rho T \frac{ds}{dt} \right) = \frac{1}{\gamma - 1} \left( \rho_i T \right) \frac{\partial T_0}{\partial x} = \frac{\partial}{\partial x} \tilde{\sigma}_{\text{reg}}.
\]
(A21)
Adding this contribution to the convected enthalpy term gives

\[
\frac{\rho v T}{\gamma - 1} + \mathbf{j}_{\text{reg}} \left|_{\text{stack}} \right. = 0. \tag{A22}
\]

Thus the strongly coupled regenerator permits no enthalpy flow downstream with the gas, as desired. As noted by Ceperley [8], heat must flow in the stack, in the direction opposite the wave transport. This can be seen by evaluating the work flux current

\[
j_{\text{work}} = \langle \rho \mathbf{v} T \rangle = \langle \rho_1 \mathbf{v} \rangle T_0. \tag{A23}
\]

\(j_{\text{work}}\) is not conserved, so energy conservation in the stack requires a backward heat flux current to power the pumping of the gas.

The discontinuity of the heat flux current at the stack ends gives the net heat flow from the sources because the work flux is continuous through those points. The dependence of the heat flow \(Q_\text{out, C}\) into the cold reservoir (out of the engine) on the state of the engine is

\[
Q_\text{out, C} = \frac{1}{\gamma - 1} (\kappa \rho_0) k_j \left[ \gamma^2 T_0 - \frac{1}{k_j \Lambda} \frac{\partial T_0}{\partial x} \right]_{\text{cons}} - (\gamma - 1) T_C. \tag{A24}
\]

The total energy current may be evaluated in the midadiabatic range, where \(T_0\) takes a simple form, and conservation then ensures that this has the same value at the stack edges. In the scaling regimes considered above, this current behaves as

\[
\frac{\gamma - 1}{(\kappa \rho_0) k_j \Lambda} Q_\text{out, C} \to e^{-(\gamma - 1) k_j \sqrt{\gamma} \delta_\Lambda / 2} T_H
\]

\[
- \frac{\gamma - 1}{\gamma^2} T_C \quad (\Lambda \ll 1) \to \Lambda^{-(\gamma - 1) k_j \sqrt{\gamma} \delta_\Lambda} T_H
\]

\[
- \frac{\gamma - 1}{\gamma^2} T_C \quad (\Lambda \gg 1). \tag{A25}
\]

Meanwhile, the work flux undergoes a very complicated behavior in passage through the cold boundary layer, the stack, and the hot boundary layer. The loss of transported pressure through the latter indicates that work is being done to pump heat in the hot boundary and the complementary result is a dumping of energy in the cold boundary layer because the temperature oscillations of the adiabatic sound are not permitted to pass through the stack. The work difference that actually drives an increase of sound in the engine is not the naive value \(\langle \rho_1 \mathbf{v} \rangle (T_H - T_C)\), which corresponds to the idealized gain in Ref. [7], but rather that obtained interior to the boundary layers, where the gas is adiabatic

\[
\Delta j_{\text{work}} \approx \gamma (\rho_1 \mathbf{v}) [T_0(x_H + \sqrt{\gamma} \delta_\Lambda) - T_0(x_C - \sqrt{\gamma} \delta_\Lambda)] \tag{A26}
\]

As can be seen in Fig. 4, this difference can be much smaller than the value at the stack ends. The stability analysis for sound modes in the background of the mean temperature
field (A17) will provide an explicit definition for the effective positions at which $T_0$ should be evaluated in Eq. (A26).

**APPENDIX B: LINEAR STABILITY AND QUALITY**

The coordinate transformation method for extracting eigenvalues and eigenvectors in this section, which recovers the short-stack gain result at zero dissipation [8], may be seen as an explicit prescription for self-consistently integrating out oscillator fluctuations to produce the Ginzburg-Landau potential for mode amplitudes of Sec. IV.

The velocity modes and frequencies may be found in an arbitrary thermal background because the coordinates for one-dimensional motion can be dilated or contracted to compensate for the effects of nonuniform temperature, after which the eigenmodes appear as uniform traveling waves in the new coordinates.

The expansion for the heat term (A1) is substituted into the equation of motion (9), giving, at linear order in $v$,

\[
\frac{d^2 v}{dt^2} = \gamma P_0 \frac{\partial}{\partial m} \left[ \frac{\partial v}{\partial x} \right] - \frac{1}{\gamma T_0} \frac{\partial T_0}{\partial x} (\sigma' - i \delta)v.
\]

This can be cast as an eigenvalue problem using the inner product defined by integration over the periodic domain

\[
\int dx \frac{1}{\gamma T_0} v^\ast \frac{d^2 v}{dt^2} = \int dx \frac{\partial v^\ast}{\partial x} \left( 1 - \frac{\gamma^{-1}}{\gamma} (\sigma' - i \delta) \right) \frac{\partial v}{\partial x} - \frac{1}{\gamma T_0} \frac{\partial T_0}{\partial x} (\sigma' - i \delta)v.
\]

(\text{where an asterisk denotes complex conjugation}). The case $\gamma^{-1} \rightarrow 0$ will be considered first because it affords a useful simplification of the kinetic term. Defining

\[
\varphi_0^\ast = \frac{1}{\gamma T_0} \frac{\partial T_0}{\partial x} (\sigma' - i \delta),
\]

one looks for solutions to the equation

\[
\lambda^\ast v^\ast = - \frac{\partial^2 v^\ast}{\partial x^2} - \varphi_0^\ast \frac{\partial v^\ast}{\partial x},
\]

from which Eq. (B2) gives

\[
\omega^2 = \frac{\omega^2}{c^2} \int \frac{dx}{\gamma T_0} v^\ast v = \lambda^\ast.
\]

Diagonalization of Hermitian operators is easier than for general matrices, so it is useful to consider the pair of eigenvalue relations that can be obtained from Eq. (B4) for the same solution $v$.

\[
\lambda^\ast \int dx \ v^\ast v = - \int dx \left( \frac{\partial^2 v^\ast}{\partial x^2} + \varphi_0^\ast \frac{\partial v^\ast}{\partial x} \right) v,
\]

\[
\lambda^\ast \lambda \int dx \ v^\ast v = \int dx \left( \frac{\partial^2 v^\ast}{\partial x^2} + \varphi_0^\ast \frac{\partial v^\ast}{\partial x} \right) \times \left( \frac{\partial v^\ast}{\partial x} + \varphi_0 \frac{\partial v}{\partial x} \right).
\]

The second equation will be used to identify a diagonalization algorithm based on a sequence of coordinate transformations. First, define a zeroth-order iteration variable $w_0 = \partial v / \partial x$, reducing unnecessary derivatives. Equation (B6) becomes

\[
\lambda^\ast \int dx \ v^\ast v = - \int dx \left( \frac{\partial w_0^\ast}{\partial x} + \varphi_0^\ast w_0^\ast \right) v,
\]

\[
\lambda^\ast \lambda \int dx \ v^\ast v = \int dx \left( \frac{\partial w_0^\ast}{\partial x} + \varphi_0^\ast w_0^\ast \right) \times \left( \frac{\partial w_0}{\partial x} + \varphi_0 w_0 \right).
\]

Next define a dummy coordinate $y_0 = x$ to standardize notation for an iterated sequence. Choosing an arbitrary but fixed physical location to take value 0 in all the succeeding coordinate systems, make the definitions, $V_i \equiv 0$,

\[
\varphi_i = \frac{1}{\int dy_i} \int dy_i \varphi_i,
\]

\[
f_{i+1} = \int_0^{y_i} dy_i (\varphi_i - \varphi_i),
\]

\[
w_i = e^{-f_{i+1} W_{i+1}},
\]

\[
dy_i = dy_{i+1} e^{-2 \text{Re}(f_{i+1})},
\]

\[
\varphi_{i+1} = \varphi_i e^{-2 \text{Re}(f_{i+1})}.
\]

After performing $N$ such changes of variable, Eq. (B7) takes the form
The main points of the construction are these. Each independent eigenpair \((\nu, \lambda)\) maps to an independent solution \(w_N\) at any given order \(N\). Each independent value of \(\lambda^*\lambda\) does the same. The Hermitian operator can be diagonalized in any coordinates that are convenient and the resulting diagonalization must be unique as long as the values of \(\lambda^*\lambda\) are unique (which will be seen to hold). The motivation for the sequence of definitions \((B8)\) is that successive coordinate transformations progressively strip higher harmonic content from the oscillatory functions \(\varphi_i\). For instance, with \(\sigma'\) a simple step, \(\varphi_0\) has discontinuous values, \(\varphi_i\) only discontinuous first derivatives, etc. Explicit consideration of the coefficients \(\varphi(\nu)\) of individual harmonics in an expansion \(\varphi_0 = \sum \varphi(\nu) e^{j\pi i jL}\) shows that these decay with each iteration roughly as \((\varphi_N/Lj\pi)^N\). The requirement that \((\varphi_N/Lj\pi)^N\to 0\) is nothing more than a stipulation that the pipe as an acoustic resonator controls the leading form of the sound modes and not the perturbation introduced by \(\varphi_0\). Thus at large \(N\), \(\varphi_N\) converge to a constant. In that limit, the diagonalization is elementary, though the relation to \(\nu\) in the original coordinates no longer is. Therefore, define

\[
y = \lim_{N \to \infty} y_N,
\]

\[
\tilde{\varphi} = \lim_{N \to \infty} \varphi_N, \tag{B10}
\]

\[
e^{-f} = \lim_{N \to \infty} \prod_{i=1}^N e^{-f_i}.
\]

In terms of these, the eigenvalue \(\lambda\) may be written using Eq. \((B9)\) as

\[
\lambda = (k^2 + ik \tilde{\varphi}) \frac{1}{V_R} \int dy e^{iky} \left( e^{-f} \nu \right) v_0 dy, \tag{B11}
\]

where \(k\) is any wave number allowed in the periodic domain of \(y\), \(V_R\) is an arbitrary reference scale for velocities, and \(V_0\) is the solution corresponding to \(w = -ik e^{-iky} v_R\) under the coordinate transformation. The denominator of Eq. \((B11)\) can be evaluated entirely in terms of \(f\) and \(k\) as

\[
\frac{1}{V_R} \int dy e^{iky} \left( e^{-f} \nu \right) v_0 dy = \int dy e^{-f\nu} \left( \int_0^y du(ik) e^{iku} e^{-f(y-u)} \right) \times e^{-2 \Re\{f(y-u)\}}. \tag{B12}
\]

The way this solution works can be seen by considering the case of an indefinitely extended stack, \(\varphi_0 = \text{const. equivalent to the idealized analysis of Ref. [7].}\) This is an "Escherian" temperature profile, increasing uniformly at all points in a periodic domain (hence unphysical), for which \(\varphi_0 = \tilde{\varphi}, \ f = 0 \ \forall i, \ dv = dx, -ik v = w, \text{ and } \delta dy e^{iky} (e^{-f} \nu) = \delta dy e^{-iky} \delta dy.\) Therefore,

\[
\lambda = (k^2 - ik \tilde{\varphi}) = \omega^2 \frac{1}{V_R} \int dy \int dx \frac{1}{\gamma T_0} \frac{\partial T_0}{\partial x} \delta', \tag{B13}
\]

The real parts of mode eigenvalues are not affected, while the traveling wave with current in the same direction as the temperature gradient has a negative imaginary part and is exponentially growing, and its conjugate isamped with the same time constant.

In physically meaningful cases where \(\varphi_0 \neq \text{const.},\) the leading-order approximation to \(\tilde{\varphi}\) is still given by taking the average value of Eq. \((B3)\) to yield

\[
\Re\left( \frac{\omega^2}{c^2} \right) = k^2 - \frac{k}{L} \int dx \frac{1}{\gamma T_0} \frac{\partial T_0}{\partial x} \delta', \tag{B14}
\]

\[
\Im\left( \frac{\omega^2}{c^2} \right) = -\frac{k}{L} \int dx \frac{1}{\gamma T_0} \frac{\partial T_0}{\partial x} \sigma'.
\]

These values are then corrected by the perturbations to \(k, \tilde{\varphi},\) and the denominator in Eq. \((B11)\) from higher-order harmonic content of \(f.\)

Including working terms proportional to \(\gamma - 1\) in Eq. \((B1)\) does two things. If the modification \(i\delta(\gamma - 1)/\gamma\) to the kinetic term is treated as a perturbation, the remaining corrections to Eq. \((B2)\) can be absorbed in a redefined coordinate \(dx = dx' [1 - \sigma'(\gamma - 1)/\gamma].\) Setting \(\gamma_0 = x',\) the iterative reduction is performed as before. While the form of the leading-order approximation \((B14)\) for \(\omega^2\) is the same, the temperature profile is modified by the boundary layer effects described in Appendix A. In particular, the form

\[
\Im\left( \frac{\omega^2}{c^2} \right) = -\frac{k}{L} \left[ \ln T_0(x_R + \sqrt{\gamma} \delta_k) - \ln T_0(x_C - \sqrt{\gamma} \delta_k) \right]. \tag{B15}
\]

provides the definition of the effective temperature difference appearing in Eq. \((A26)\) in terms of the frequency-dependent coupling strength \(\sigma'.\) For large \(\Lambda\) or higher modes (large \(k, L),\) the thermal impedance mismatch can re-
duce the effective \( \Delta f_{\text{work}} \) driving the engine to zero at finite transport because the temperature difference at the ends of the boundary layers in Fig. 4 goes to zero.

When the kinetic perturbation \( i \delta \gamma / \gamma \) is added, its first-order effect on a solution with \( k = k_j \), as defined in Eq. (A10), is to induce a positive imaginary shift

\[
\frac{\omega^2}{c^2} \rightarrow \frac{\omega^2}{c^2} + i \frac{\gamma - 1}{\gamma} \int dx \frac{\partial v^*}{\partial x} \frac{\partial v}{\partial x} \delta(x)
\]

\[
= \frac{\omega^2}{c^2} + ik_j^2 \frac{\gamma - 1}{\gamma} \delta_x, \tag{B16}
\]

independent of transport and determined solely by the velocity gradients in the boundary layers. Taking the square root of Eq. (B14), also for \( k = k_j \), gives the leading dependence of the real and imaginary wave numbers on the stack temperature difference when \( \gamma - 1 \rightarrow 0 \):

\[
\text{Re} \left( \frac{\omega}{c} \right) \approx \frac{1}{2L} \int dx \frac{1}{\gamma T_0} \frac{\partial T_0}{\partial x} \delta, \\
\text{Im} \left( \frac{\omega}{c} \right) \approx \frac{1}{2L} \int dx \frac{1}{\gamma T_0} \frac{\partial T_0}{\partial x} \sigma'.
\]

(B17)

The expressions for the reversible and irreversible eigenfrequencies may now be inserted into the definition (11) of the quality factor to show that its inverse is linear in \( \Delta T \) in all cases and that the offset term giving a nonzero \( T_{\text{crit}} \) comes entirely from irreversible effects and vanishes in the reversible limit.
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