1 The configuration model of random graphs

Recall that a vertex’s degree under the random graph model $G(n, p)$ follows a Poisson distribution in the sparse regime, while most real-world graphs exhibit heavy-tailed degree distributions. This difference is one reason we say that $G(n, p)$ is an unrealistic model. In this lecture, we will construct a new random-graph model, called the configuration model, that has a more flexible degree structure.

For convenience, we can denote configuration model as $G(n, \vec{k})$ where $\vec{k} = \{k_i\}$ is a degree sequence on $n$ vertices, with $k_i$ being the degree of vertex $i$. This is not standard notation, but it does convey the idea that specifying this model requires only two pieces of information: the number of vertices $n$ and an $n \times 1$ vector containing the degree sequence $\vec{k}$ of the graph. So long as $\sum k_i$ is even (do you see why?), we are free to choose $\vec{k}$ in any way we like.

For instance, we could set all the degrees be the same value $k$, giving us a $k$-regular random graph. Or, we could choose a set of $n$ values drawn iid from some degree distribution $Pr(k)$. If that distribution is Poisson with mean $c/(n - 1)$, then we have a model very close to $G(n, p)$. Or, we could draw the degrees from some other distribution, like an exponential, a log-normal or even a power law. When the chosen degree distribution has a simple form, like those distributions, we can often compute exactly many of the properties of the induced configuration model networks, just as we did with the Erdős-Rényi random graph. This provides us with a rich family of models to study.

More commonly, however, we choose $\vec{k}$ as the precise degree sequence of some empirical network. As an example of what the configuration model produces, the figures below shows the karate club network along with a random graph with the same degree sequence (generated via the configuration model). Immediately noticeable is that while the degree structure has been preserved, the original group structure has been randomized.
1.1 A null model for network analysis

The configuration model can thus serve as a null model for investigating the structure of a real network \( A \). That is, it allows us to quantitatively answer the question of

*How much of some observed pattern is driven by the degrees alone?*

The configuration model defines a probability distribution over graphs \( \Pr(G | \bar{k}) \) that has the same degrees as the original network \( A \). Thus, if we can compute a function \( f \) on \( A \), we can compute the same function on a graph drawn from this configuration model \( f(G) \). And, because \( G \) is a random variable, we can compute the entire distribution \( \Pr(f(G) | \bar{k}) \). For simple functions and simple specifications of the configuration model, we can often compute these distributions analytically.

For more complicated functions or for a configuration model specified with an empirical degree sequence, we can compute \( \Pr(f(G) | \bar{k}) \) numerically, by drawing many graphs \( \{G_1, G_2, \ldots\} \) from the model, computing \( f \) on each, and tabulating the results. If the empirical value \( f(A) \) is unusual relative to this distribution, we can conclude that it is a property of \( A \) that is not well explained by the degrees alone.

1.2 Generating networks using the configuration model

There are two common methods for generating networks using the configuration model. These two approaches represent slightly different definitions of the configuration model, although in practice they produce nearly identical sets of graphs.

1.2.1 Simple graphs from flipping coins

The central mathematical property of all random-graph models is the probability that two vertices \( i \) and \( j \) are connected. In the configuration model, this probability depends only on the degrees \( k_i \) and \( k_j \) of that pair. Thus, from the perspective of \( i \), the probability that one of its edges connects to \( j \) is equal to the fraction of the \( m \) total edges we choose that point to \( j \). Because we have chosen \( j \)'s degree, this fraction is exactly \( k_j/2m \). And, because we have also chosen \( i \)'s degree, this event has \( k_i \) chances to occur and the probability that \( (i, j) \) exists is

\[
p_{ij} = \frac{k_ik_j}{2m} = \frac{k_ik_j}{\sum_{\ell=1}^{n} k_{\ell}}.
\]

(1)

To generate a simple graph, we then flip a single coin for each of the pairs \( i, j \):

\[
\forall_{i>j} A_{ij} = A_{ji} = \begin{cases} 
1 & \text{with probability } p_{ij} \\
0 & \text{otherwise}
\end{cases},
\]
where \( p_{ij} \) is given by Eq. (1). Because each pair is considered only once, this produces a simple graph, with no self-loops and no multi-edges. This method can be used to generate directed networks by first specifying the in-degree and out-degree sequences, subject to the requirement that \( \sum_i k_{i}^{\text{in}} = \sum_j k_{j}^{\text{out}} \). We then choose \( p_{i \rightarrow j} = k_{i}^{\text{out}} k_{j}^{\text{in}} / m \) and drop the requirement that \( A_{ij} = A_{ji} \).

As a result of this form, the degree of each vertex \( i \) under this method of generation equals the specified value \( k_i \) only in expectation (and similarly for the in- and out-degrees in the directed version). Deviations from this value, however, are generally small, especially for large networks and vertices with modest or greater degree.

Generating random graphs in this way is quite expensive, especially for large \( n \), as we need to flip \( O(n^2) \) coins, one for each possible pair of vertices. The method described next is more efficient in this respect but also produces a slight different distribution over graphs.

1.2.2 Multigraphs from random matchings

A nearly equivalent approach to generating configuration model graphs is to choose a uniformly random matching on the degree “stubs” (half edges) of the specified degree sequence. Unlike the simple graph approach described above, this method produces graphs that can contain both self-loops and multi-edges. However, these represent an asymptotically small fraction of all edges and we lose little by simplifying the network (discarding self-loops and collapsing multi-edges).

Given a degree sequence \( \vec{k} = \{k_1, k_2, \ldots, k_n\} \), we say that each vertex \( i \) has a number of “stubs” equal to its degree. Every matching on these stubs, in which we repeatedly choose an unmatched stub on some vertex \( i \) and connect it with some unmatched stub on vertex \( j \), represents a network. Under this method of generating a graph, we will choose such a matching uniformly at random from among all such matchings. Each possible matching thus occurs with equal probability; however, each network with the specified degree sequence does not occur with equal probability under this model, as some matchings produce the same network.

To illustrate this idea, consider the set of matchings on three vertices, each with degree 2, that result in a triangle. The following figure shows the distinct labelings, and hence distinct matchings, that form a triangle. In the configuration model, we choose each of these with equal probability.
However, these are not the only possible matchings on these six edge stubs. The following figure shows three other distinct matchings, which produce non-simple networks, i.e., networks with self-loops and/or multi-edges.

![Network configurations](image)

In practice, the fraction of edges involved in either self-loops or multi-edges is vanishingly small in the large-$n$ limit, and thus we may generally ignore them without much impact. (However, there are applications in which these features are important, and so it is worth remembering that they exist.)

Once a degree sequence $\vec{k}$ has been chosen, e.g., by taking the degree sequence in some empirical network or by drawing a sequence from a degree distribution, to draw a network from the corresponding configuration model, we simply need an efficient method by which to choose a uniformly random matching on the $\sum_i k_i$ stubs.

Let $v$ be an array of length $2m$ and let us write the index of each vertex $i$ exactly $k_i$ times in the vector $v$. Each of these entries will represent a single edge stub attached to vertex $i$. Then, we take a random permutation of the entries of $v$ and read the contents of the array in order, in pairs. For each pair that we read, we add the corresponding edge to the network. (Once we have taking a random permutation of the stubs, we could choose the pairs in any other way, but reading them in order allows us to write down the full network with only a single pass through the array.)

For instance, the figure above shows an example of this “stub matching” construction of a configuration model random graph. On the left is shown both the vertices with their stubs, which shows the degree sequence graphically, and the initial contents of the array $v$. On the right is shown...
the wired up network defined by the in-order sequence of pairs given in the array, which has been replaced with a random permutation of \( v \). In this case, the random permutation produces both one self-loop and one multi-edge.

Standard mathematical libraries often provide the functionality to select a uniformly random permutation on the contents of \( v \). However, it is straightforward to do it manually, as well: to each entry \( v_i \), associate a uniformly random variable \( r_i \sim U(0, 1) \) (which most good pseudorandom number generators will produce). Sorting the \( r_i \) values produces a random permutation on the associated \( v_i \) values, which can be done using QuickSort in time \( O(m \log m) \), or you can generate a random permutation directly in \( O(m) \) time.

### 1.3 Mathematical properties

The precise mathematical properties for the configuration model depend on the choice of degree sequence. In the version of the model where we draw the degree sequence from some distribution, we may often calculate properties of the configuration model ensemble analytically (often using powerful techniques called generating functions).²

Under the random matching approach for constructing an instance of the model, for a particular stub attached to vertex \( i \), there are \( k_j \) possible stubs, out of \( 2m - 1 \) (excluding the stub on \( i \) under consideration), attached to \( j \) to which it could connect. And, there are \( k_i \) chances that this could happen. Thus, the probability that \( i \) and \( j \) are connected is

\[
p_{ij} = \frac{k_ik_j}{2m - 1} \quad \simeq \quad \frac{k_ik_j}{2m}
\]

where the second form holds in the limit of large \( m \). Notice that this immediately implies that the higher the degrees are of \( i \) and \( j \), the greater the probability that they connect under the configuration model.

---

¹Each of these permutations occurs with probability equal to \( 1/n! \), and because there are \( n! \) such permutations, we are choosing uniformly from among them. If we choose the \( r_i \) values uniformly at random, then the probability that any particular element \( v_i \) has the smallest \( r_i \) is \( 1/n \). Similarly, the probability that \( v_i \) has the \( i \)th smallest value is \( 1/(n - i + 1) \). By induction, the probability of choosing any particular ordering is \( \prod_{i=1}^{n} (n - i + 1)^{-1} = 1/n! \). It is possible to choose a random permutation in \( O(m) \) time using an in-place randomizer. Instead of sorting the uniform deviates, we instead loop from \( i = 1 \) to \( n \) within \( v \) and swap \( v_i \) with a uniformly randomly chosen element \( v_j \) where \( i \leq j \leq n \). The proof that this produces a random permutation follows the proof above.

²For a good introduction to this technique, see Wilf *generatingfunctionology*, AK Peters (2006).
1.3.1 Expected number of multi-edges

Eq. (2) gives the probability that one edge appears between \( i \) and \( j \). A closely related quantity is the probability that a second edge appears between \( i \) and \( j \), and this quantity allows us to calculate the expected number of multi-edges in the entire network. The construction is very similar to that above, except that we must update our counts of stubs to account for the existence of the first edge between \( i \) and \( j \).

The probability that a second edge appears is \( \frac{(k_i - 1)(k_j - 1)}{2m} \), because we have used one stub from each of \( i \) and \( j \) to form the first edge. Thus, the probability of both a first and a second edge appearing is \( k_i k_j \frac{(k_i - 1)(k_j - 1)}{2m} \). Summing this expression over all distinct pairs gives us the expected number of multi-edges in the entire network:

\[
\sum_{\text{distinct } i,j} \left( \frac{k_i k_j}{2m} \right) \left( \frac{(k_i - 1)(k_j - 1)}{2m} \right) = \frac{1}{2} \frac{1}{(2m)^2} \left( \sum_{i=1}^{n} k_i (k_i - 1) \sum_{j=1}^{n} k_j (k_j - 1) \right)
\]

\[
= \frac{1}{2(k)^2 n^2} \left( \sum_{i} k_i^2 - k_i \right) \left( \sum_{j} k_j^2 - k_j \right)
\]

\[
= \frac{1}{2(k)^2} \left( \frac{1}{n} \sum_{i} k_i^2 - \frac{1}{n} \sum_{i} k_i \right) \left( \frac{1}{n} \sum_{j} k_j^2 - \frac{1}{n} \sum_{j} k_j \right)
\]

\[
= \frac{(\langle k^2 \rangle - \langle k \rangle)^2}{2 \langle k \rangle^2}
\]

\[
= \frac{1}{2} \left[ \frac{\langle k^2 \rangle - \langle k \rangle}{\langle k \rangle} \right]^2.
\]

(3)

In this derivation, we used several identities: \( 2m = \langle k \rangle n \), which relates the number of edge stubs to the mean degree and number of vertices, and \( \langle k^m \rangle = \frac{1}{n} \sum_{i} k_i^m \), which is the \( m \)th (uncentered) moment of the degree sequence.

The result, Eq. (3), is a compact expression that depends only on the first and second moments of the degree sequence, and not on the size of the network. Thus, the expected number of multi-edges is a constant\(^3\) implying a vanishingly small \( O(1/n) \) fraction of all edges in the large-\( n \) limit.

\(^3\)So long as the first and second moments of the distribution producing \( \tilde{k} \) are finite, which is not the case if the degree distribution follows a power law with \( \alpha < 3 \). We are also ignoring the fact that we treated the \( i = j \) case, i.e., self-loops, identically to the \( i \neq j \) case, but this difference is small, as the next section shows.
1.3.2 Expected number of self-loops

This argument works almost the same for self-loops, except that the number of pairs of possible connections is $k_i^2$ instead of $k_i k_j$. Thus, the probability of a self-loop is $p_{ii} = k_i (k_i - 1) / 4m$, and the expected number of self-loops is

$$\langle k^2 \rangle - \langle k \rangle$$

which is a constant depending only on the first and second moments of the degree sequence. Thus, just as with multi-edges, self-loops are a vanishingly small $O(1/n)$ fraction of all edges in the large-$n$ limit when $\langle k^2 \rangle$ is finite.

1.3.3 Expected number of common neighbors

Given a pair of vertices $i$ and $j$, with degrees $k_i$ and $k_j$, how many common neighbors $n_{ij}$ do we expected them to have?

For some $\ell$ to be a common neighbor of a pair $i$ and $j$, both the $(i, \ell)$ edge and the $(j, \ell)$ edges must exist. As with the multi-edge calculation above, the correct calculation must account for the reduction in the number of available stubs for the $(j, \ell)$ edge once we condition on the $(i, \ell)$ edge existing. Thus, the probability that $\ell$ is a common neighbor is the product of the probability that $\ell$ is a neighbor of $i$, which is given by Eq. (2), and the probability that $\ell$ is a neighbor of $j$, given that the edge $(i, \ell)$ exists, which is also given by Eq. (2) except that we must decrement the stub count on $\ell$.

$$n_{ij} = \sum_{\ell} \left( \frac{k_i k_\ell}{2m} \right) \left( \frac{k_j (k_\ell - 1)}{2m} \right)$$

$$= \left( \frac{k_i k_j}{2m} \right) \sum_{\ell} k_\ell (k_\ell - 1) / \langle k \rangle$$

$$= p_{ij} \frac{\langle k^2 \rangle - \langle k \rangle}{\langle k \rangle} .$$

Thus, the probability that $i$ and $j$ have a common neighbor is proportional to the probability that they themselves are connected (where the constant of proportionality again depends on the first and second moments of the degree sequence).

1.3.4 The excess degree distribution

Many quantities about the configuration model, including the clustering coefficient, can be calculated using something called the excess degree distribution, which gives the degree distribution of a
randomly chosen neighbor of a randomly chosen vertex, excluding the edge followed to get there. This distribution also shows us something slightly counterintuitive about configuration model networks.

Let $p_k$ be the fraction of vertices in the network with degree $k$, and suppose that following the edge brings us to a vertex of degree $k$. What is the probability that event? To have arrived at a vertex with degree $k$, we must have followed an edge attached to one of the $n p_k$ vertices of degree $k$ in the network. Because edges are a random matching conditioned on the vertex’s degrees, the end point of every edge in the network has the same probability $k/2m$ (in the limit of large $m$) of connecting to one of the stubs attached to our vertex.

Thus, the degree distribution of a randomly chosen neighbor is

$$p_{\text{neighbor has } k} = \frac{k}{2m} n p_k = \frac{k p_k}{\langle k \rangle}.$$  \hfill (5)

Although the excess degree distribution is closely related to Eq. (5), there are a few interesting things this formula implies that are worth describing.

From this expression, we can calculate the average degree of such a neighbor, as $\langle k_{\text{neighbor}} \rangle = \sum_k k p_{\text{neighbor has } k} = \langle k^2 \rangle / \langle k \rangle$, which is strictly greater than the mean degree itself $\langle k \rangle$ (do you see why?). Counterintuitively, this means that your neighbors in the network tend to have a greater degree than you do. This happens because high-degree vertices have more edges attached to them, and each edge provides a chance that the random step will choose them.

Returning to the excess degree distribution, note that because we followed an edge to get to our final destination, its degree must be at least 1, as there are no edges we could follow to arrive a vertex with degree 0. The excess degree distribution is the probability of the number of other edges attached to our destination, and thus we substitute $k+1$ for $k$ in our expression for the probability of a degree $k$. This yields

$$q_k = \frac{(k + 1) p_{k+1}}{\langle k \rangle}.$$  \hfill (6)

1.3.5 Expected clustering coefficient

The clustering coefficient $C$ is the average probability that two neighbors of a vertex are themselves neighbors of each other, which we can calculate now using Eq. (6). Given that we start at some vertex $v$ (which has degree $k \geq 2$), we choose a random pair of its neighbors $i$ and $j$, and ask for
the probability that they themselves are connected. The degree distribution of $i$ (or $j$), however, is exactly the excess degree distribution, because we chose a random vertex $v$ and followed a randomly chosen edge.

The probability that $i$ and $j$ are themselves connected is $k_i k_j / 2m$, and the clustering coefficient is given by this probability multiplied by the probability that $i$ has excess degree $k_i$ and that $j$ has excess degree $k_j$, and summed over all choices of $k_i$ and $k_j$:

$$C = \sum_{k_i=0}^{\infty} \sum_{k_j=0}^{\infty} q_{k_i} q_{k_j} \frac{k_i k_j}{2m}$$

$$= \frac{1}{2m} \left[ \sum_{k=0}^{\infty} q_k k \right]^2$$

$$= \frac{1}{2m(k)^2} \left[ \sum_{k=0}^{\infty} k(k+1)p_{k+1} \right]^2$$

$$= \frac{1}{2m(k)^2} \left[ \sum_{k=0}^{\infty} k(k-1)p_k \right]^2$$

$$= \frac{1}{2m(k)^2} \left[ \sum_{k=0}^{\infty} k^2 p_k - \sum_{k=0}^{\infty} k p_k \right]^2$$

$$= \frac{1}{n} \frac{(k^2 - \langle k \rangle)^2}{\langle k \rangle^3}.$$  \hspace{1cm} (7)

where we have used the definition of the $m$th moment of a distribution to reduce the summations. Like the expression we derived for the expected number of multi-edges, the expected clustering coefficient is a vanishing fraction $O(1/n)$ in the limit of large networks, so long as the second moment of the degree distribution is finite.

### 1.3.6 Expected clustering coefficient (alternative)

It should also be possible to calculate the expected clustering coefficient under the configuration model by starting with the expected number of common neighbors $n_{ij}$ for some pair $i$, $j$, which we derived in Eq. (4). In particular, given the result derived in Eq. (7), we can express the clustering coefficient in terms of $n_{ij}$ and $p_{ij}$:

$$C = \frac{1}{2m} \left( \frac{n_{ij}}{p_{ij}} \right)^2.$$  \hspace{1cm} (8)

(Can you explain why this formula is correct?)
1.3.7 The giant component, and network diameter

Just as with the Erdős-Rényi random graph model, the configuration model also exhibits a phase transition for the appearance of a giant component. The most compact calculation uses generating functions, and is given in Chapter 13.8 in *Networks*. The result of these calculations is a simple formula for estimating when a giant component will exist, which, like all of our other results, depends only on the first and second moments of the degree distribution:

\[ \langle k^2 \rangle - 2 \langle k \rangle > 0. \] (9)

Unlike our previous results, however, this equation works even when the second moment of the distribution is infinite. In that case, the requirement is trivially true.

A corollary of the existence of the giant component in this model is the implication that the diameter of the network grows logarithmically with \( n \), when a giant component exists. As with \( G(n, p) \), the configuration model is locally tree-like (which is consistent with the vanishingly small clustering coefficient derived above), implying that the number of vertices within a distance \( \ell \) of some vertex \( v \) grows exponentially with \( \ell \), where the rate of this growth again depends on the first two moments of the degree distribution (which are themselves related to the number of first- and second-neighbors of \( v \)).

1.4 Directed random graphs

All of these results can be generalized to the case of directed graphs, and the intuition we built from the undirected case generally carries over to the directed case, as well. There are, of course, small differences, as now we must concern ourselves with both the in- and out-degree distributions, and the results will depend on second moments of these. (The first moments of the in- and out-degree distributions must be equal. Do you see why?)

Constructing directed random graphs using the configuration model is also analogous, but with one small variation. Now, instead of maintaining a single array \( v \) containing the names of the stubs, we must maintain two arrays, \( v_{\text{in}} \) and \( v_{\text{out}} \), each of length \( m \), which contain the in- and out-stubs respectively. The uniformly random matching we choose is then between these arrays, with the beginning of an edge chosen from \( v_{\text{out}} \) and the ending of an edge chosen from \( v_{\text{in}} \).

2 A null model for empirical networks

The most common use of the configuration model in analyzing real-world networks is as a null model, i.e., as an expectation against which we measure deviations. Recall from the last lecture our example of the karate club, and an instance drawn from the corresponding configuration model.
Using the configuration model to generate many such instances, we can use each network as input to our structural measures. This produces a distribution of measures, which we can then compare directly to the empirical values. Each of the mini-experiments below used 1000 instances of the configuration model, and where multi-edges were collapsed and self-loops discarded.

The degree distribution (shown below as both pdf and ccdf) is very similar, but with a few notable differences. In particular, there the highest-degree vertices in the model have slightly lower degree values than observed empirically. This is reflects the fact that both multi-edges and self-loops have a higher probability of occurring if $k_i$ is large, and thus converting the generated network into a simple network tends to remove edges attached to these high-degree vertices. Otherwise, the generated degree distribution is very close to the empirical one, as we expect.\(^4\)

Both the distribution of pairwise geodesic distances and the network’s diameter are accurately reproduced under the configuration model, indicating that neither of these measures of the network are particularly interesting as patterns themselves. That is, they are about what we would expect for a random graph with the same degree distribution. One nice feature of the configuration model’s pairwise distance distribution is that it both follows and extends the empirical pattern out to geodesic distances beyond what are observed in the network itself.

We may also examine vertex-level measures, such as measures of centrality. From the geodesic distances used in the previous figures, we may also estimate the mean harmonic centrality of each vertex. The first figure below plots both the empirical harmonic centralities (in order of vertex label, from 1 to 34) and the mean values under the configuration model. The various centrality scores are now placed in context, showing that their scores are largely driven by the associated vertex degree, as demonstrated by the similar overall pattern seen in the configuration model networks.\(^5\)

\(^4\)It is possible to change the configuration model slightly in order to eliminate self-loops and multi-edges, by flipping a coin for each pair $i, j$ (where $i \neq j$) with bias exactly $k_i k_j / 2m$. In this model, the expected degree we generate is distributed as $k_i \sim \text{Poisson}(k_i)$, which assumes the specified value in expectation.

\(^5\)Recall also that the Pearson correlation coefficient for harmonic centrality and degree was large $r^2 = 0.83$, a fact that reinforces our conclusion here.
But, not all of the values are explained by degree alone. The second figure plots the difference between the observed and expected centrality scores $\Delta$, where the line $\Delta = 0$ indicates no difference between observed and expected values. If an observed value is above this line, then it is more central than we would expect based on degree alone, while if it is below the line, it is less central.

When making such comparisons, however, it is important to remember that the null model defines a distribution over networks, and thus the difference is also a distribution. Fortunately, however, computing the expected centrality scores by drawing many instances from the configuration model also produces the distribution of centrality scores for each vertex, which provides us with a quan-
titative notion of how much variance is in the configuration model value. The grey shaded region shows the 25 and 75% quantiles on the distribution of centrality scores for each vertex. When the \( \Delta = 0 \) line is outside of this range, we may claim with some confidence that the observed value is different from the expected value.

![Graph showing harmonic centrality for different vertices.](image)

This analysis shows that the main vertices (1 and 34, the president and instructor) are somewhat more central than we would expect just based on their degree alone. In fact, most vertices are more central than we would expect, one is less central than we expect, and about a third of the vertices fall in line with the expectation.

### 3 Taking stock of our random graph models

The configuration model is certainly an improvement over the simple random graph model in that it allows us to specify its degree structure. As a null model, this property is often sufficient for us to use the model to decide whether some other property of a network could be explained by its degree structure alone.

More generally, the configuration model shares many properties with the simple random graph model. For instance, in the sparse regime and when the degree distribution is well behaved (i.e., when it has a finite second moment) configuration model networks have locally tree-like structure. This property implies its diameter is \( O(\log n) \), it has a \( O(1/n) \) clustering coefficient, and \( O(1/n) \) reciprocity (where the precise values of these properties depend on the structure of the degree distribution, as we saw above). The Table below summarizes these properties and compares them with the simple random graph model. As we develop more sophisticated random-graph models throughout the semester, we will expand this table.
<table>
<thead>
<tr>
<th>network property</th>
<th>real-world</th>
<th>Erdős-Rényi configuration</th>
</tr>
</thead>
<tbody>
<tr>
<td>degree distribution</td>
<td>heavy tailed</td>
<td>Poisson(⟨k⟩) specified</td>
</tr>
<tr>
<td>diameter</td>
<td>“small” (∝ log n)</td>
<td>O(log n) O(log n)</td>
</tr>
<tr>
<td>clustering coefficient</td>
<td>social: moderate</td>
<td>O(1/n) O(1/n)</td>
</tr>
<tr>
<td></td>
<td>non-social: low</td>
<td>O(1/n) O(1/n)</td>
</tr>
<tr>
<td>reciprocity</td>
<td>high</td>
<td>O(1/n) O(1/n)</td>
</tr>
<tr>
<td>giant component</td>
<td>very common</td>
<td>⟨k⟩ &gt; 1 ⟨k^2⟩ − 2⟨k⟩ &gt; 0</td>
</tr>
</tbody>
</table>

4 At home

1. Read Chapter 13.0–13.11 (pages 428–483) in Networks